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Définition 1

L'univers est |' ensemble des résultats possibles.

Exemples

= Lancer d'un dé. On peut choisir : Q= [1,6]

= Lancer d'une piéce. On peut choisir: Q= {P,F}

= Deux lancers d'un dé. On peut choisir : Q= [1,6]°
= Lancers infinis d'une piece. Q= {P,F}"

= Durée de vie d'une ampoule électrique : Q= [0, +o0]
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2 Evénements

Définition 2
Soit  un univers fini. Un événement est : une partie de 2

Exemple 1

1. On lance un dé, a quelle partie de Q2 correspond I'événement
A :« Le numéro obtenu est pair» ?

2. Dans I'expérience de deux lancers successifs d'une piece, trouver
un libellé pour B = {(P, F),(P,P)}.
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Dictionnaire ensembles > événements

Langage des ensembles | Langage des événements
Q événement certain
%) événement impossible
singleton {w} ot w € Q événement élémentaire

A événement contraire

AUB Aou B

ANB Aet B

| ANB=go A et B sont incompatibles

Le i® lancer donne piIeJ (Le i¢ lancer donne face)
Exemple 2 11 lances d une piece /

Exprimer en fonction des P; et des F; les événements suivants

d) D : « On obtient pile au plus une fois au cours des n lancers »
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Définition 3
Soit (Aj)i<i<n une famille d'événements. On dit que cette famille
est un systéme complet d'événements de € si :

i) Les A; sont deux a deux incompatibles : A; N A; = @ pour tous
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i) U A =0
i=1

Exemple 3

1. La famille (A, A) ot A est un événement de .

2. La famille ({w,-})lg,-g,, ou : Q) = {wl, 500 ,w,,}
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Définition 3
Soit (Aj)i<i<n une famille d'événements. On dit que cette famille
est un systéme complet d'événements de € si :

i) Les A; sont deux a deux incompatibles : A; N A; = @ pour tous
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Exemple 4 : On lance un dé puis

= si le dé donne un nombre pair on lance une piece truquée qui
donne toujours pile

= si le dé donne un nombre impair on lance une piece équilibrée.

Donner un systéeme complet d'événements pour cette expérience (en
vue de calculer la probabilité d'obtenir pile ...).
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Soit (Aj)i<i<n une famille d'événements. On dit que cette famille

est un systéme complet d'événements de € si :

i) Les A; sont deux a deux incompatibles : A; N A; = @ pour tous
i,j €[1,n] tels que i #j

i) U A =0
i=1

Exemple 5

On tire simultanément n boules dans une urne contenant n boules
blanches et n boules noires. On lance ensuite un dé autant de fois
que les nombre de boules blanches obtenues. Donner un systéeme
complet d'événements pour cette expérience (en vue de calculer la
probabilité de faire au moins un six ...).
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Cadre

= Q : un univers fini = Z(Q) : les événements liés a I'expérience

Une probabilité sur Q est une application P : #(2) — [0, 1]
vérifiant :
i) P(Q) =1
ii) Pour tous événements A, B incompatibles :
P(AUB) = P(A) + P(B)

Vocabulaire

On dit que (€2, P) est un espace probabilisé (fini).

Remarque

Pour tout événement A : 0<P(A) <1
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1 Définition d’une probabilité

Théoreme 1 : Propriétés des probabilités

Soit © un espace probabilis¢ A, B € 2(Q) = |P(A)=1— P(A)

» | P(B) = P(BNA) + P(BNA)

« SiACB: [P(A) < P(B)

« (P(AUB) = P(A)+ P(B) - P(AN B)]
s Sj Al,AQ,...,An € ,@(Q),

n n
sont deux a deux incompatibles : P(U A,-) Z P(Aj)
i=1 i=1

Exercice 1

Démonter les formules du théoréme
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2 Exemples de probabilités

Avec cette probabilité,
calcul de proba. = dénombrement.

CardA
CardQ2

La probabilité uniforme sur Q est I'application P : A —

« nombres de cas favorables »

.e. P(A) =
e P(A) « nombres de cas possibles »
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2 Exemples de probabilités

Avec cette probabilité,
calcul de proba. = dénombrement.

Définition 2

Démmton2 1

CardA

La probabilité uniforme sur Q est I'application P : A —
CardQ2

ie. P(A) = « nombres de cas favorables »

« nombres de cas possibles »

Exercice 2 : On lance 4 fois un dé équilibré

Quelle est la probabilité d'obtenir 4 numéros différents ?
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2 Exemples de probabilités

Avec cette probabilité,
calcul de proba. = dénombrement.

Définition 2

Démmton2 1

CardA

La probabilité uniforme sur Q est I'application P : A —
CardQ2

ie. P(A) = « nombres de cas favorables »

« nombres de cas possibles »

Exercice 2 : On lance 4 fois un dé équilibré

Quelle est la probabilité d'obtenir 4 numéros différents ?

Remarque

Ce n'est pas la seule probabilité que I'on peut définir sur €.
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2 Exemples de probabilités

Pour définir une probabilité P sur Q
il suffit de définir (P({w1}),..., P({wn}))
Théoreme 2

Soient p1, p2,...,pn € R tel

»Vie[l,n], piel0,1]

'Zpi:]-

i=1
[l existe une unique proba. P telle que : Vk € [1,n], P({wk}) = p«

Cette probabilité est définie pour A € Z(Q) par: P(A) = Z pi
wi€EA
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2 Exemples de probabilités

Pour définir une probabilité P sur Q
il suffit de définir (P({w1}),..., P({wn}))
Théoréme 2

Soient p1, p2,...,pn € R tel

IVieﬂlvnﬂv pIG[O]-]

'ZPizl

i=1
Il existe une unique proba. P telle que : Vk € [1,n], P({wk}) = p«

Cette probabilité est définie pour A€ 2(Q) par:  P(A)= > p,
wi€EA

Exercice 3 : Dé truqué

On lance un dé dont la probabilité d'obtenir la face k est
proportionnelle a k. Probabilité d’obtenir un nombre pair?
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2 Exemples de probabilités
Pour définir une probabilité P sur Q
il suffit de définir (P({w1}),..., P({wn}))

Soient p1, p2,-- -, pn € R tels jue :
n
IViG[[lanﬂv P/G[Ol] .Zpi:]-
i=1

Il existe une unique proba. P telle que : Vk € [1,n], P({wk}) = p«
Cette probabilité est définie pour A € Z(Q) par: P(A) = Z pi

wiEA

Exercice 4 : Une urne contient des boules numérotées

Il'y a une boule numérotée « 1 », deux boules indiscernables
numérotées « 2 », ..., 2n boules indiscernables numérotées « 2n ».
1. Définir un univers € et une probabilité sur Q modélisant le tirage.
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2 Exemples de probabilités
Pour définir une probabilité P sur Q
il suffit de définir (P({w1}),..., P({wn}))

Soient p1, p2,-- -, pn € R tels jue :
n
IViG[[lanﬂv P/G[Ol] .Zpi:]-
i=1

Il existe une unique proba. P telle que : Vk € [1,n], P({wk}) = p«
Cette probabilité est définie pour A € Z(Q) par: P(A) = Z pi

wiEA

Exercice 4 : Une urne contient des boules numérotées

Il'y a une boule numérotée « 1 », deux boules indiscernables
numérotées « 2 », ..., 2n boules indiscernables numérotées « 2n ».
2. Calculer la probabilité de A : « On tire une boule de numéro pair »

11
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probabilité de B sachant A est :
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3 Probabilité « sachant »

Soit A € Z(Q) tel que P(A) > 0. Pour tout B € Z(Q), la

P(ANB
probabilité de B sachant A est :  Pa(B) b (P(A))
Sl

Remarque

L'application P4 est une probabilité sur .

Le théoreme 1 assure donc que :  Pa(B) =1 — Pa(B)

‘¢ Attention 4*

N'inventez pas de formules, par exemple :  P4(B) #
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Soit A € Z(Q) tel que P(A) > 0. Pour tout B € Z(Q), la

P(ANB
probabilité de B sachant A est :  Pa(B) b (P(A))
Sl

Remarque

L'application P4 est une probabilité sur .

Le théoreme 1 assure donc que :  Pa(B) =1 — Pa(B)

‘¢ Attention 4*

N'inventez pas de formules, par exemple :  Pz(B) # 1 — Pa(B)
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I Utiliser un systéme complet d’événements

13



1 Formule des probabilités totales

Soit (A1, ...,An) un systéme complet d'événements de Q.

Pour tout B € #(Q) :




1 Formule des probabilités totales

Soit (A1, ...,An) un systéme complet d'événements de Q.
n

Pour tout B€ 2(Q) :  P(B) =Y _ P(Ax)Pa,(B)
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1 Formule des probabilités totales

Théoréme 1

Soit (A1, ...,An) un systéme complet d'événements de Q.
Pour tout B€ 2(Q) :  P(B) =Y _ P(Ax)Pa,(B)
k=1
’DA1(B B
Al \ —
P(A1) B
Pa(BY B="  P(B) = P(A1)Pa(B)
A> + 'D(AQ)'DAz(B)
G +P(A3)Pay(B)
P(As) PAa(B B
Az ~—



1 Formule des probabilités totales

Soit (A1, ..., An) un systéme complet d'événements de €.
Pour tout B€ 2(Q) :  P(B) = Y _ P(Ak)Pa,(B)
k=1

Exercice 1 : Ex. 105.1, banque INP

Démontrer la formule.

115)
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1 Formule des probabilités totales

Soit (A1, ..., An) un systéme complet d'événements de €.
Pour tout B€ 2(Q) :  P(B) = Y P(Ax)Pa,(B)
k=1

Exercice 1 : Ex. 105.1, banqyle INP

Démontrer la formule.

[B: U AkﬂB]
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1 Formule des probabilités totales

Théoréme 2

Soit (A1, ..., An) un systéme complet d'événements de €.
Pour tout B€ 2(Q) :  P(B) = Y _ P(Ak)Pa,(B)
k=1

SF 10 : Calculer P(A) avec la formule des probabilités totales

On I'utilise lorsque la réalisation de A dépend de la réalisation
d'autres événements



1 Formule des probabilités totales

Théoréme 2

Soit (A1, ..., An) un systéme complet d'événements de €.
Pour tout B€ 2(Q) :  P(B) = Y P(Ax)Pa,(B)
k=1

SF 10 : Calculer P(A) avec la formule des probabilités totales

On I'utilise lorsque la réalisation de A dépend de la réalisation

d’autres événements
=~

(:disjonction de cas)




1 Formule des probabilités totales

Théoréme 2

Soit (A1, ..., An) un systéme complet d'événements de €.
Pour tout B€ 2(Q) :  P(B) = Y P(Ax)Pa,(B)
k=1

SF 10 : Calculer P(A) avec la formule des probabilités totales

On I'utilise lorsque la réalisation de A dépend de la réalisation

d’autres événements
=~

Exemple 1 (:disjonction de cas)

Une urne contient 7 boules jaunes et 3 boules noires. On effectue
deux tirages successifs sans remise dans cette urne. Quelle est la
probabilité que la deuxiéme boule tirée soit jaune ?



1 Formule des probabilités totales

Théoréme 2

Soit (A1, ..., An) un systéme complet d'événements de €.
Pour tout B€ 2(Q) :  P(B) = Y _ P(Ak)Pa,(B)
k=1

SF 10 : Calculer P(A) avec la formule des probabilités totales

Exemple 2 : Tirage dans n urnes

On dispose de n urnes Uy, Uy, ..., U,. Pour tout k € [1,n], I'urne
Uy contient k boules blanches et n — k boules noires. On choisit
une urne au hasard et on tire une boule dans cette urne.

Quelle est la probabilité d'obtenir une boule blanche ?



1 Formule des probabilités totales

Théoréme 2

Soit (A1, ..., An) un systéme complet d'événements de €.
Pour tout B€ 2(Q) :  P(B) = Y _ P(Ak)Pa,(B)
k=1

Exemple 3 : On effectue des tirages successifs comme suit

L'urne Uy contient 3 boules blanches et 1 noire, I'urne U, contient 1
boule blanche et 4 noires. On choisit d'abord une urne au hasard.
On tire une boule dans cette urne, on note sa couleur et on la remet
dans I'urne. Si la boule est blanche, le tirage suivant se fait dans
I'urne Uj ; sinon le tirage suivant se fait dans Us.
Pour tout n € N*, on note p, la probabilité que le n® tirage donne
une boule blanche. Calculer lim p,

n—+00



2 Formule de Bayes ou « de probabilités des causes »

Soit B € &2(Q2) de probabilité non nulle.

1. Pour tout A€ Z(Q) :
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Soit B € &2(Q2) de probabilité non nulle.

1. Pour tout A€ Z(Q) : Pg(A) =



2 Formule de Bayes ou « de probabilités des causes »

Théoréme 3
Soit B € () de probabilité non nulle.

PAa(B)P(A
1. Pour tout Ae 2(Q) : Pg(A) = A(P()Bﬁ()

2. Si (A1,...,A;) un systéme complet d'événements :



2 Formule de Bayes ou « de probabilités des causes »

Théoréme 3
Soit B € Z2(Q) de probabilité non nulle.

PA(B)P(A

1. Pour tout Ae 2(Q) : Pg(A) = A(P()Bﬁ()
2. Si (A1,...,An) un systéme complet d'événements :
PAi(B)’D(Ai)

Vi e ﬂl,nﬂ, PB(A,): = .
3 P(AYPA(E)



2 Formule de Bayes ou « de probabilités des causes »

Théoréme 3
Soit B € () de probabilité non nulle.

PA(B)P(A

1. Pour tout Ae 2(Q) : Pg(A) = A(P()m()
2. Si (A1,...,An) un systéme complet d'événements :
'DAi(B)P(Ai)

ViE[[l,nﬂ, PB(A,): = .
3 P(AYPA(E)

Exercice 2 : Ex. 105.1, banque INP

Démontrer ces deux formules.
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2 Formule de Bayes ou « de probabilités des causes »

Soit B € &2(Q2) de probabilité non nulle.

1. Pour tout A€ Z(Q) : Pg(A) =

SF 13 : Utiliser la formule pour « remonter le temps. »

Exemple 4

On effectue deux tirages successifs sans remise dans une urne de 7
boules jaunes et 3 boules noires. La deuxieme boule tirée est jaune.
Quelle est la probabilité que la premiére boule tirée ait été noire?



2 Formule de Bayes ou « de probabilités des causes »

Soit B € &2(Q2) de probabilité non nulle.

1. Pour tout A€ Z(Q) : Pg(A) =

SF 13 : Utiliser la formule pour « remonter le temps. »

Exemple 5 : Tirage dans n urnes (suite de I’exemple 3)

On observe que la boule tirée est blanche.

Pour k € [1,n], quelle est la probabilité qu'elle provienne de I'urne
U ?



2 Formule de Bayes ou « de probabilités des causes »

Théoreme 3
Soit B € Z2(R2) de probabilité non nulle.

1. Pour tout A€ Z(Q) : Pg(A) =

Exemple 6 : Test d’une maladie rare

Un laboratoire propose un test de dépistage d'une maladie : lorsque
le test est appliqué a une personne malade, il est positif dans 99.8%
des cas; lorsqu'il est appliqué a une personne saine, il est négatif
dans 99.6% des cas.

D'autre part, on sait qu'une personne sur 100 000 est malade.

Le test est-il fiable?  On répondra en se basant sur la probabilité
d’'étre malade sachant que le test est positif.



Probabilité d’une intersection

Probabilité d'une intersection
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1 Formule des probabilités composées

connaissant Py

En pratique : carcurer T B

En général on cherche P(ANB) : [P(A NB)= ]
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1 Formule des probabilités composées

connaissant Py

En pratique : carcurer T B

En général on cherche P(ANB) : [P(A NB) = P(A)'DA(B)]
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1 Formule des probabilités composées

produit nul par
convention si P(A) =0
\L

En général on cherche P(AN B) : [P(A NB) = P(A)'DA(B)]

connaissant Pa(B)
En pratique : calcuter P B

18



1 Formule des probabilités composées
produit nul par

convention si P(A) =0
\£
En général on cherche P(AN B) : [P(A NB) = P(A)'DA(B)]

connaissant Pa(B)
En pratique : calcuter P B

Théoreme 1 : Formule des probabilités composées

Pour tous Az, Az, ..., A, € Z(Q) :
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1 Formule des probabilités composées
produit nul par

convention si P(A) =0
\£
En général on cherche P(AN B) : [P(A NB) = P(A)'DA(B)]

connaissant Pa(B)
En pratique : calcuter P B

Théoreme 1 : Formule des probabilités composées

Pour tous Az, Az, ..., A, € Z(Q) :

P(A1 Nn---N An) = P(Al)PAl(AQ)PA1QA2(A3) L. PAlﬂ»--ﬂAn,l(An)
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1 Formule des probabilités composées

En pratique : calculer P(AN B)

En général on cherche P(AN B) : P(ANB) = P(A)PA(B)]

Théoreme 1 : Formule des probabilités composées

Pour tous A1, Az, ..., A, € Z(Q) :

P(Al N---N An) = P(Al)PAl(Ag)PAlmA2(A3) - PAm-.-mAn,l(An)

Exercice 1

Démontrer cette formule.
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1 Formule des probabilités composées

En pratique : calculer P(AN B)

En général on cherche P(AN B) : P(ANB) = P(A)PA(B)]

Théoreme 1 : Formule des probabilités composées

Pour tous A1, Az, ..., A, € Z(Q) :

P(Al N---N An) = P(Al)PAl(A2)PA1mA2(A3) - PAlﬂmﬂAn,l(An)

Exercice 2

On effectue trois tirages successifs et sans remise d’'une boule dans
une urne contenant 4 boules blanches et 6 boules noires. Calculer la
probabilité d'obtenir trois boules blanches.
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1 Formule des probabilités composées

En pratique : calculer P(AN B)

En général on cherche P(AN B) : P(ANB) = P(A)PA(B)]

Théoreme 1 : Formule des probabilités composées

Pour tous A1, Az, ..., A, € Z(Q) :

P(Al N---N An) = P(Al)PAl(A2)PA1mA2(A3) - PAlﬂmﬂAn,l(An)

Exercice 3

Un gardien posséde n clés pour ouvrir une porte dans le noir : il
essaie les clés au hasard une aprés I'autre et n'utilise jamais deux fois
la méme clé. Avec quelle probabilité ouvre-t-il la porte au k® essai?
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2 Indépendance de deux événements

A et B sont dits indépendants si :

19



2 Indépendance de deux événements

A et B sont dits indépendants si :  P(AN B) = P(A)P(B)

19



2 Indépendance de deux événements

A et B sont dits indépendants si :  P(AN B) = P(A)P(B)

Remarque

Si P(A) # 0, alors A et B sont indépendants ssi :
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2 Indépendance de deux événements

A et B sont dits indépendants si :  P(AN B) = P(A)P(B)

Remarque

Si P(A) # 0, alors A et B sont indépendants ssi : Pa(B) = P(B)

Si A et B sont indépendants, alors il en va de méme de :
A et B, Aet B A et B.
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2 Indépendance de deux événements

Définition 1
A et B sont dits indépendants si :  P(AN B) = P(A)P(B)

Remarque

Si P(A) # 0, alors A et B sont indépendants ssi : Pa(B) = P(B)

Théoréme 2

Si A et B sont indépendants, alors il en va de méme de :
A et B, Aet B A et B.

Exercice 4

Montrer que si A et B sont indépendants, alors A et B sont
indépendants.
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3 Indépendance pour une famille d’événements

Définition 2
On dit que n événements Ay, Ay, ..., A, sont (mutuellement)
indépendants si, pour toute partie / de [1, n]
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i€l icl
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3 Indépendance pour une famille d’événements

Le théoreme 2 se généralise
Définition 2

On dit que n événements A, Ay, ../, Ap sont (mutuellement)
indépendants si, pour toute partie [/de [1, n]

P(NA) = TTPA)

i€l icl
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P(NA) = TTPA)

i€l icl

Exemple 1 : Trois événements A, B, C sont indépendants ssi

« P(ANBN C) = P(A)P(B)P(C)
« P(ANB) = P(A)P(B)
« P(ANC) = P(A)P(C)
« P(BNC)=P(B)P(C)

20



nce pour une famille d’év

Situations classiques d’indépendances.
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3 Indépendance pour une famille d’événements

Situations classiques d’indépendances.

On répéte une expérience modifier les conditions

Exercice 5

On effectue trois tirages successifs et avec remise d'une boule dans
une urne contenant 4 boules blanches et 6 boules noires. Calculer la
probabilité d'obtenir trois boules blanches.



3 Indépendance pour une famille d’événements

Situations classiques d’indépendances.

On répéte une expérience modifier les conditions

Exercice 6 : On lance n fois de suite une piece équilibrée.

1. A partir de quelle valeur de n la probabilité que les deux faces de
la piéce apparaissent au cours des n lancers est-elle > 0,97

2. Quelle est la probabilité d'obtenir au plus un pile?

21
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