du 1¢r au 5 juin

Toutes les définitions /énoncés du cours sont a connaitre précisément.

= EXxercice de cours

Exercice 1 Exercice 6b) de cours, chap 31 — Soit I un intervalle, f € €(I;R), concave
et X une variable aléatoire a valeurs dans I. Montrer que : E(f(X)) < f(E(X))

Exercice 2 Exemple de cours, I chap 32 — Soient X, Y, indépendantes de loi Z ([[1, n]}).

S 'th[[Z 27’1]] Mont P(S{ k) kn_zl si2<k<n
01 s 0 ontrer que : + Y = =
2n;lzc+1 o il 2 k<

Exercice 3 Résultat de cours, Il chap 32 — Citer et démontrer 'inégalité de Markow.

Exercice 4 Exercice de cours, III chap 32 — Soit X une variable aléatoire de loi
P(n,p). Montrer:  Vt,e>0, P(X-—np>ne)<e"E (et(X‘”P))

Exercice 5 Exercice feuille 29 — Soit X un variable aléatoire a valeurs dans [0, N

N-1
Montrer que E(X) = ZP(X > k).
k=0

VARIABLES ALEATOIRES

1 Loi d’une variable aléatoire

» Cadre. () est un univers fini et P est une probabilité sur Q.

Généralités

1.1

Définition
Une variable aléatoire sur () est une application X de (2 dans un ensemble E.
Lorsque E = IR, on parle de variable aléatoire réelle (v.a.r.).

* Remarque. La famille (X = k) est un systeme complet événements.

keX(Q)
Attention : ne jamais écrire « P(X) =»

* La quantité P(X) n’est pas définie : X n’est pas un événement.
* On peut s’intéresser a P(X = k) : c’est la probabilité de I'événement A ={X = k}.

1.2 La pratique : déterminer la loi de X

» Vocabulaire.

e Laloide X est la probabilité Py : A+ P(X € A) de @(X(Q)) dans [0, 1].
o Ladistribution de probabilités de X est la famille : (P(X = k))keX(Q)

* Remarque.La loi Py est déterminée par la distribution de probabilités.
VAe 2(X(Q), P(XeA)= Zp(x =k)
keA

Déterminer la loi de X revient a :

1. Donner l'ensemble des valeurs prises par X.

2. Calculer les probabilités P(X = k) pour k € X(Q).
————

Une astuce classique pour une variable aléatoire X a valeurs entiéres

Pour k € Z, il est parfois plus simple de calculer P(X < k) que P(X = k).

Dans ce cas on peut utiliser: P(X=k)=P(X<k)-P(X<k-1)

Dans la méme veine: *P(X=k)=P(X>k)-P(X=k+1)
cP(X=k)=P(X>k-1)-P(X>k) *P(X=k)=P(X<k+1)-P(X <k)

————

Soit f une fonction définie sur X(Q): Yy € f(X(Q)), P(f(X)=p)= P(X =k)
kef~1({v})
2 Espérance et variance d’une variable aléatoire

e Cadre. ¢ (Q), P) est un espace probabilisé fini
* X et Y sont des variables aléatoires complexes sur ()

2.1

Espérance

Définition
L'espérance de X est le complexe E(X) = Z kP(X = k)
: keX(Q)
n
« Remarque. Si X(Q) = {xy,...,x,} alors: E(X)= inp(x =x;).
i=1
* Vocabulaire. Lorsque E(X) = 0, on dit que X est centrée.

Exemple 1 — Si X est constante de valeur a, alors E(X) = a.
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Théoreme : Propriétés de I'espérance

1. Linéarité. Pour tous a,b e C: E(aX+bY)=aE(X)+bE(Y).
En particulier :  E(aX +b) = aE(X)+b.
2. Inégalité triangulaire. |E(X)| < E(|X])
3. Si X et Y sont réelles
e Positivité. Si X >0: E(X)>0 - Croissance.Si X <Y : E(X)<E(Y)

“* Attention “* En général E(XY) = E(X)E(Y).

Théoréme : Formule de transfert

Soit f : I — C. On suppose X a valeurs dans I.

2.2 Variance
e Cadre. X est une variable aléatoire réelle sur Q.

* Généralisation. Soit E un ensemble fini. On dit que X suit la loi uniforme
sur E si Px est la probabilité uniforme sur E i.e. si : ¢ X est a valeurs dans

E <VAe X(E), P(XeA):lA|

Situation modéle : la loi de I’équiprobabilité

On tire au hasard une boule dans une urne contenant n boules numérotées de 1 a
n. On note X le numéro de la boule tirée, alors X ~ Z ([[1, n])).

3.2 Loi de Bernoulli

Soit p € [0, 1]. On dit qu’une variable aléatoire X suit la loi de Bernoulli de para-
meétre p, noté X ~ %B(p) si :

* X estavaleurs dans {0,1}. *P(X=1)=p (etdoncP(X=0)=1-p )
Encecas: E(X)=p V(X)=p(1-p)
~———

2
* On appelle variance de X le réel positif V(X) = E((X - E(X)) )

(« Moyenne des carrés des écarts a la moyenne »)
* On appelle écart-type de X le réel o(X) = /V(X).

————
Théoréme : Propriétés de la variance

s Formule de Koenig-Huygens. V(X) = E(X?)— (E(X))?
» Pourtousa,beR: V(aX+b)=a’>V(X).

G

+ Vocabulaire. Pour k € N, I'espérance E(X¥) est le moment d’ordre k de X.
“* Attention “* En général V(X +Y) = V(X)+ V(Y) : la variance n’est pas linéaire.

3 Lois usuelles finies
Loi uniforme

3.1

Situation modeéle : I'indicateur de succes

* On considere une expérience aléatoire a deux issues possibles : succes avec
probabilité p et échec avec probabilité 1 —p.

e Si X est la variable aléatoire valant 1 en cas de succés et 0 en cas d’échec,
alors X ~ A(p).

« Exemple typique. On lance une piéce truquée donnant Pile avec probabilité p.
On note X la variable aléatoire valant 1 si l’on obtient Pile et 0 si I’on obtient Face.
Alors X ~ B(p).

Définition

1
0

. .. . . L siweA
Soit A C Q. L'indicatrice de A est la variable aléatoire 14 : w { e
si w

* 1y~ B(p)oup=p(A) * P(A)=E(L,)

Définition

Soit n € IN*. On dit qu'une variable aléatoire X suit la loi uniforme sur [[1,n]] et on
1
note X ~ % ([[1,n]]) si: * X est a valeurs dans [1,n] *Vke[1,n], P(X=k)= P
2
n<—1

_n+1
- To12

2

et

En ce cas: E(X) V(X)
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3.3 Loi binomiale

Soit n € IN* et p € [0, 1]. Une variable aléatoire X suit la loi binomiale de paramétre
(n,p), noté X ~ AB(n,p), si:

* X est a valeurs dans [[0,n]l. *Vke[0,n], P(X=k)= (Z)pk(l — g

En ce cas: E(X)=mnp V(X)=np(l-p)

~—
Situation modele : le compteur de succes

* On considére une expérience de Bernoulli (i.e. deux issues possibles : succes
avec probabilité p ou échec avec probabilité 1 —p.)

¢ On effectue n répétitions indépendantes de cette expérience.

* Si X est la variable aléatoire égale au nombre de succés obtenus lors de ces n

répétitions, alors X ~ %(n, p).
~—

* Exemple typique. On lance n fois, de maniére indépendante, une piéce donnant
pile avec probabilité p. On note X la variable aléatoire égale au nombre de piles
obtenues. Alors X ~ Z(n, p).

FAMILLES DE VARIABLES ALEATOIRES

1 Variables aléatoires indépendantes, covariance

» Cadre. ¢ (Q), P) est un espace probabilisé fini
* X,Y et Xy,..., X, sont des variables aléatoires sur Q.

1.1

Indépendance de variable aléatoires

Définition

Deux variables aléatoires X et Y sont indépendantes si pour toutes parties A de
X(Q) et B de Y(Q), les événements {X € A} et {Y € B} sont indépendants ce qui
équivaut a :

YieX(Q), YjeY(Q), P({X=iln{Y=j})=P(X=i)P(Y =)

* Remarques: Supposons X et Y indépendantes.
* Pour toutes parties A de X(Q)) et Bde Y(Q): Pyeay(Y € B)=P(Y € B)
* Si f est une fonction définie sur X((Q)) et si g est définie sur Y(Q), alors f(X) et
g(Y) sont indépendantes.

Théoreme
Si X et Y sont deux variables complexes indépendantes : E(XY) = E(X)E(Y) ]

+ Généralisation.

Les variables aléatoires Xj,..., X, sont dites indépendantes si pour toutes parties
AL CcX(Q), ..., A, Cc X,(Q), les événements {X; € Ay },...,{X, € A,} sont indépen-
dants. C’est équivalent a :
P(X;=x1,....,X,=x,) =P(Xy =x1) x---xP(X,, = x,,)
pour tous x; € X;(Q),...,Vx, € X,,(Q).
~—————

Théoréeme : Lemme des coalitions

Si Xy,..., X, sont indépendantes alors f(Xy,...,,

Xn) et 9(Xpmi1,.-.,X,) le sont

aussi.

* Remarque. Dans 'énoncé qui précéde la fonction f est définie sur (Xy,...,X,,;)(Q)
et ¢ est définie sur (X,;41,..., X,)(Q))

1.2 Somme de variables aléatoires indépendantes

Théoreme

On suppose que Xj,..., X, sont indépendantes et toutes de loi #(p). La variable
n

aléatoire S,, = Y X; suit la loi binomiale de parameétre (1, p).
i=1

Théoreme : Pythagore
Si X, Y sont deux v.a.r. indépendantes, alors V(X +Y) = V(X) + V(Y). ]

= 3 Vi)
i=1

n
+ Généralisation. Si X;,..., X,, sont indépendantes : V(ZXi
i=1
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1.3 Covariance

e Cadre. X et Y sont deux variables aléatoires réelles.

* Rappel. On a toujours V(X +Y)=V(X)+ V(Y)+2(E(XY) - E(X)E(Y))
Définition

On appelle covariance de X et Y le réel cov(X,Y) = E([X —-EX)][Y - E(Y)]).
On a aussi cov(X,Y) = E(XY) - E(X)E(Y).

* Remarque. En particulier cov(X, X) = V(X).
* Remarque. Lorsque cov(X,Y) =0, on dit que X et Y sont non corrélées. C’est le
cas si X et Y sont indépendantes.

Théoreme 3

V(X+Y)=V(X)+ V(Y)+2cov(X,Y)

J

~\

Z cov(X;, Xj)

n
* Remarque. Plus généralement : [ V(X; +--- + X)) = ZV(Xi) +2
i=1

1<i<j<n
/

2 Couples

« Cadre. ¢ (Q), P) est un espace probabilisé fini
* X,Y sont des variables aléatoires sur Q.
* Vocabulaire. » La loi du couple (X, Y) est appelée loi conjointe de X et Y.

* Les lois de X et de Y sont les lois marginales du couple (X, Y).
En pratique : déterminer la loi conjointe de X et Y revient a

1. déterminer X(Q) et Y(Q)
2. calculer les probabilités P({X =i} N{Y = j}) pour i € X(Q) et j € Y(Q).

~———

Théoreme : La loi conjointe donne les lois marginales

e Pour tout 7 € X(Q)) : PX=i)=)Y P{X=0)n{Y =}
j€l
P(Y=j)= L P{X=i}n{Y =j})

i€l

e Pour tout j € Y(Q):

\
¢ Remarque. On a toujours }_ ) P({X=x;}n{Y =Y;})=1.
iel jeJ
* Remarque. Les lois des marginales X et Y ne permettent pas de retrouver la loi
conjointe.

2.1

* Vocabulaire. On fixe A € Z2(Q) tel que P(A) = 0.

* La loi conditionnelle de Y sachant A est la probabilité B+ P4(Y € B) de W(Y(Q))
dans [0, 1].

¢ Elle est déterminée par la distribution de probabilités : (PA(Y = ]))

Loi conditionnelle

jev (@)

Utiliser la loi conditionnelle pour trouver la loi :

Dans le cas ou l'on connait les Pix—; (Y = j) et on cherche laloi de Y i.e. les P(Y = j),

P(Y=j)= ) Px=p(Y =))P(X =1)
ieX(Q)

on peut utiliser :

2.2 Espérance d’un produit de variables aléatoires réelles

* Remarque. La formule de transfert vaut aussi dans le cas d’un couple, elle permet

d’écrire
E(fX,Y)= ) ) fa)p(Ix=in{y =j))

ieX(Q))jeY(Q)

Théoréme

Exv)= Y Y ijp(x=in(y=j)

ieX(Q)jeY(Q)

3 Complément : inégalités probabilistes

» Cadre. X est une variable aléatoire réelle sur un espace probabilisé fini ((, P).

Théoréme : Inégalité de Markov

IA

Si X est positive alors, pour touta>0: P(X >a)
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