il Compléments £ Inégalltés prObabiliSteS Familles de variables aléatoires

* Cadre. X est une variable aléatoire réelle sur un espace probabilisé fini (€2, P).

1 Inégalités de Markov

Théoréeme 1 : Inégalité de Markov N
Si X est alors, pour touta>0:
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Exercice 1 ® — Démontrer I'inégalité de Markov

Exemple 1 — Soit X une variable aléatoire de loi #(n, p). En appliquant I'inégalité de Markov, a une
variable judicieusement choisie, montrer:  ¥t,e >0, P(X-np>ne)<e "E (et(X‘”P))

2 Inégalité de Bienaymé-Tchebychev

Théoréme 2 : Inégalité de Bienaymé-Tchebychev \

Pour touta>0:
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Exercice 2 ¥ — Démontrer I'inégalité de Bienaymé-Tchebychev en appliquant I'inégalité de Markov a une
variable aléatoire Z bien choisie

Exemple 2 — Soient Xj,..., X, des variables aléatoires réelles définies sur (), indépendantes et de

n
méme loi. On note m leur espérance m et ¢ leur écart-type et on pose: S, = ZXk.
k=1
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A T'aide de l'inégalité de Bienaymé-Tchebycheyv, établir: Ve >0, P( e

3 Une application classique : théoreme d’approximation polynomiale de Weirstrass
» Cadre. Soit f :[0,1] — R continue.

* Objectif. Prouver qu’il existe une suite (p,) de fonctions polynomiales sur [0, 1] telle que : ||f —p, lloo 2 0

n
* Les polynémes de Bernstein. On pose pour tous n € N* et tout x € [0,1]:  p,(x) = Zf(%)(:)xk(l —x)"k,
k=0

Exemple 3 Convergence uniforme de la suite des polyndmes de Bernstein Gl —
1. Soit e >0, n€IN* et x € [0, 1] fixés. On se donne une variable aléatoire S, de loi binomiale %(n, x).

Sn
a) Montrer que: [p,(x)— f(x)| < E( f(;) - f(x) )
b) Justifier l'existence de @ € R} tel que: Vx,p€[0,1], |x—y| <a = |f(x) —f(y)| <e.

c) Pose:A:{ %—x <a}. Montrer que : E(‘f(s—n”)_f(x) ]lA)SE-
d) En déduire que: |p,(x)—f(x)|<e+ !f;io;

2. Montrer que la suite (p,) converge uniformément vers f sur [0,1]i.e.: [|f —pulleo = 0
n—+o0o



